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Chapter 1
Overview

In this thesis we will look at an empirical description of complicated spec-

tra of divalent atoms such as strontium, ytterbium, erbium or dysprosium.

Specifically, we will look at the so-called “Multichannel Quantum Defect

Theory” and use it to calculate Rydberg series of divalent atoms.

These series contain Rydberg states, which are states with high principal

quantum number [1]. Atoms in these states are relevant to many areas of

physics research because they exhibit many unique properties, due to their

exaggerated features compared to conventional atoms. They are often com-

bined with laser cooling and trapping techniques to form the field of “cold

Rydberg atoms”, which has applications in quantum optics and quantum

information [2].

An interesting property of Rydberg atoms is the Rydberg blockade, a mech-

anism that inhibits the excitation of more than one Rydberg atom within

a certain radius by shifting the Rydberg state of the other atom out of res-

onance [3]. Such an interaction between Rydberg atoms can be used to

mediate an interaction between photons. After a photon creates a Rydberg

excitation -within the blockade radius - other atoms cannot be excited, which

changes certain absorption dynamics. This is used, for example, in quantum

computing, where an excitation scheme with a Rydberg blockade is utilized

5



6 CHAPTER 1. OVERVIEW

to implement multi-qubit gates for qubits encoded in the levels of an atom

[4]. This makes Rydberg atoms an interesting platform for neutral atom

quantum computing.

In recent years, many of these cold Rydberg experiments have started to

cool divalent Rydberg atoms, as opposed to the simpler alkali atoms [5].

This is because divalent atoms have weak intercombination transitions from

singlet to triplet with very narrow linewidths, allowing them to be cooled to

lower Doppler temperatures in a magneto-optical trap. However, these atoms

posses complicated atomic spectra compared to alkali metals and they cannot

be solved ab initio.

We therefore consider “Multichannel Quantum Defect Theory”, which is an

empirical approach based on spectroscopic data, which allows us to under-

stand the complicated spectra of divalent atoms and to approximate the wave

function of Rydberg states.

In the next chapter we start by looking at a simpler case of multichannel

quantum defect theory, simply called “Quantum Defect Theory” (QDT). It

describes atoms with one valence electron, as opposed to two, and has long

been used to describe the alkalis. It also provides the conceptual foundation

for multichannel quantum defect theory.

In the third chapter we then introduce multichannel quantum defect theory

and give the necessary theoretical background for empirically calculating the

energy states of divalent atoms such as ytterbium and strontium.

Then, in the following chapter, we will look at a recent study of MQDT

conducted on strontium and try to replicate its results. We find significant

discrepancies, which lead us to calculate three of these series ourselves. This

is done in chapter five, where we calculate the energy levels in strontium

ourselves. We present our fitting procedure used to fit three different Rydberg

series.

In the final chapter we will look at MQDT analysis of ytterbium, which is

the relevant atom for the laboratory in which this thesis was written.
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Lastly, the appendix of this thesis contains a description of an absorption

imaging setup for the laboratory’s ytterbium experiment, which was built as

part of this thesis.
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Chapter 2
Quantum Defect Theory

In this chapter we will look at quantum defect theory, which allows the spec-

tra of alkali metals to be described in terms of quantum defects δl. These

defects lead to a deviation from the well-known hydrogen spectrum, depend-

ing on the angular quantum number l of the valence electron. Quantum

defect theory also serves as the basis for the multichannel quantum defect

theory of more complex divalent atoms, which we will look at in the next

chapter.

2.1 The Hydrogen Atom

In quantum mechanics the hydrogen atom is modelled by an electron orbiting

a proton core in a Coulomb potential VCoulomb(r) = − e2

4πϵ0
1
r
. This system can

be solved analytically. It gives the stationary wave function Ψnlm (r, θ, ϕ) of

the electron, with eigenenergies En:

HΨnlm = EnΨnlm, with: (2.1)

Ψnlm (r, θ, ϕ) = Rnl(r) · Ylm(θ, ϕ) and (2.2)

En = −α
2mec

2

2

hc

n2
= −Rhc

n2
= −13.6 eV

1

n2
. (2.3)

9



10 CHAPTER 2. QUANTUM DEFECT THEORY

n is called the principal quantum number and takes only positive integer

values, giving the energies of the bound states of the electron. Ylm(θ, ϕ) is a

spherical harmonic function and the quantum numbers l = 0, 1, 2, ..., n − 1

and m = −l, ..., l give the orbital angular momentum and its projection on

the z-axis [6].

2.2 Alkalis

However, atoms more complex than hydrogen exhibit many-particle inter-

actions, and it is no longer possible to solve the full Schrödinger equation

analytically. To describe the spectra of alkali metals (listed in Table 2.1),

the Swedish physicist Johannes Rydberg realised that Equation 2.3 could be

corrected by so-called quantum defects δl, such that the electron energies En,l

become dependent on the angular momentum l of the valence electron of the

alkali atom.

Lithium 1s2 2s2

Sodium 1s2 2s2 2p6 3s

Potassium 1s2 2s2 2p6 3s2 3p6 4s

Rubidium 1s2 2s2 2p6 3s2 3p6 3d10 4s2 4p6 5s

Caesium 1s2 2s2 2p6 3s2 3p6 3d10 4s2 4p6 4d10 5s2 5p6 6s

Francium [Rn] 7s1

Table 2.1: Alkali atoms and their electron configuration.

As we will show, the spectrum for alkalis can be written:

Enl = − Rhc

(n− δl)2
, (2.4)

where we made the substitution n→ n− δl from Equation 2.3.

We will now look at the alkali atoms more qualitatively and ultimately derive

the formula of Equation 2.4:
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2.3 Radial Schrödinger equation

By the usual prescription of quantum mechanics, the wave function Ψnlm(r⃗)

of the valence electron is an eigenfunction of the time-independent Schrödinger

equation. In a spherically symmetric potential, the wave function can be sep-

arated into a radial and an angular part:

Ψ(r, θ, ϕ) =
u(r)

r
Y m
l (θ, ϕ) (2.5)

and the radial part obeys the radial Schrödinger equation:[
− ℏ
2m

d2

dr2
+

ℏ2l(l + 1)

2mr2
+ V (r)

]
u(r) = Eu(r) . (2.6)

One strategy for calculating the energy spectrum for alkalis is to model the

potential acting on the valence electron, by a purely radial potential Vl(r),

which depends only on the distance of the electron from the core and its

angular momentum l. Many parametrisations of this model potential have

been investigated, for example in [7], [8]:

Vl(r) = −2
Zl(r)

r
− αc

r4

[
1− e−(r/rc)6

]
, (2.7)

Zl(r) = 1 + (Z − 1)e−a1r − r(a3 + a4r)e
−a2r , (2.8)

where αc is the static dipole polarizability, Z the nuclear charge and rc a

cut off radius. This can be solved numerically and the parameters a1, a2, a3

and a4 may be determined by fitting calculated spectra to those obtained

experimentally.

2.4 Quantum Defect Theory

Another approach to finding the energy levels for non-hydrogenic potentials

is called quantum defect theory. It makes use of the fact that more highly

excited electrons traverse a large domain of space for which their distance to

the core is larger than some value rc, r ≥ rc, Fig. 2.1. In this region, Vl(r)
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would be equivalent to a pure Coulomb potential, as the charges of the singly

positively charged core are screened to form an effective Coulomb potential

acting at these larger distances:

Vcore(r)
r ≥ rc−−−→ VCoulomb(r) = −Z

r
, (2.9)

where we have used atomic units: me = e = ℏ = 1
4πϵ0

= 1.

Figure 2.1: Simplified sketch of a valence electron orbiting an atom core.
Outside of the grey core region, the potential is screened to form a Coulomb
potential, acting on the valence electron.

This is depicted in Fig. 2.2. At distances below rc the potential may be

deeper than the pure Coulomb potential, but at large distances this becomes

negligible and we can ignore the effects of the interactions with all of the

other electrons in the core.
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Figure 2.2: Approximation of the potential by a Coulomb potential.

Solutions

It has been shown that this Coulomb potential is generally solved by two

linearly independent functions, called confluent hypergeometric functions [9].

Most importantly, these functions f and g have the following behaviour for

E = 1
2
k2 > 0 (atomic units):

f(l, E, r) → 0 as r → 0 , (2.10)

g(l, E, r) → ∞ as r → 0 (2.11)

and

f → (2/πk)1/2 sin

(
kr +

1

k
ln r + αl

)
as r → ∞ , (2.12)

g → (2/πk)1/2 cos

(
kr +

1

k
ln r + αl

)
as r → ∞ , (2.13)

with so called Coulomb phase αl. f is called regular Coulomb function and

g is called irregular Coulomb function.
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Since they are linearly independent, any valid wave function for r ≥ rc must

be a linear combination of these two functions. This superposition is written

as

unl(r) = [cos (πδl) f(r) + sin (πδl) g(r)] . (2.14)

A system with a pure Coulomb potential over the whole range and without

core effects, such as hydrogen, would simply be solved by f(r). This is

because f(r) obeys the boundary condition, going to zero as r → 0, which

g(r) does not.

However, in the case of the alkalis, we only speak of a Coulomb potential

for r ≥ rc, and this leads to the solution in form of Equation 2.14. Without

knowledge of the precise core physics, unl(r) still has to be continuously

matched to the core wave function at r = rc. This mixes some of the g(r)

function into the radial wave function unl(r) and gives rise to the quantum

defect δl.

Normalisability Condition

We will determine the quantized eigenspectrum of Equation 2.4, by imposing

the condition that the wave function must be normalisable.

To utilize this normalisability condition, we consider the regular and irregular

Coulomb functions asymptotically and for negative energies E = −k2

2
= (iκ)2

2
,

since these energies give the bound states of the atom. For negative energies,

we get by analytic continuation k → iκ [9]:

fE,l(r) → (πκ)−1/2
(
sin(β)D−1r−νeκr − cos(β)Drνe−κr

)
, (2.15)

gE,l(r) → (πκ)−1/2
(
cos(β)D−1r−νeκr + sin(β)Drνe−κr

)
, (2.16)

ν = κ−1, β = π(ν − l) and D is a parameter depending on E and l.

We introduced the abbreviations a = (πκ)−1/2D−1r−νeκr and
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b = (πκ)−1/2Drνe−κr:

fE,l(r) → sin(β)a− cos(β)b , (2.17)

gE,l(r) → cos(β)a+ sin(β)b . (2.18)

These asymptotes can be plugged into Equation 2.14:

unl(r) = [cos(πδl)f(r) + sin(πδl)g(r)] , (2.19)

→ [cos(πδl) (sin(β)a− cos(β)b) + sin(πδl) (cos(β)a+ sin(β)b)] (2.20)

= a (cos(πδl) sin(β) + sin(πδl) cos(β))

− b (cos(πδl) cos(β) + sin(πδl) sin(β)) (2.21)

= a sin(πδl + β)− b cos(πδl + β) . (2.22)

Finally, to ensure normalisability of unl(r), the diverging term eκr contained

in a must be made to vanish. This is accomplished by making sin(β + πδl)

vanish. Thus:

π(ν − l + δl) = Nπ ,N ∈ Z , n = N + l (2.23)

and it follows that:

Enl = −κ
2

2
= − 1

2ν2
= − 1

2(n− δl)2
, (2.24)

giving the famous Rydberg formula in atomic units, with the angular mo-

mentum dependent quantum defect δl.

This is obviously only approximate, since we have not considered things such

as core polarization, or relativistic effects. The full wave function is given by

Equation 2.5:

Ψnlm(θ, ϕ, r) =
Ylm(θ, ϕ, r) [fE,l(r) cos(πδl) + gE,l(r) sin(πδl)]

r
. (2.25)

One method of calculating δl is to numerically solve the model potential
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Hamiltonian, given by Equation 2.6 for the small core region r ≤ rc and

match it to unl(r) of Equation 2.14 at r = rc, requiring continuity.

2.5 Rydberg series

Equation 2.24 leads to various Rydberg states with common quantum number

l forming a “Rydberg series” with a deviation δl from the quantum number

n of hydrogen. The Rydberg series for l = s, p, d, f, g of sodium are depicted

in Fig. 2.3 and listed in Table 2.2. One can see that the defect is strongest

for smaller angular momenta since for those values the electron is most likely

to be in the core region and therefore interact with the unscreened part of

the potential.

Figure 2.3: Rydberg series in sodium compared to hydrogen, taken from [10].
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n=3 4 5 6 7 8

l=s 1.373 1.357 1.352 1.349 1.348 1.351

p 0.883 0.867 0.862 0.859 0.858 0.857

d 0.010 0.011 0.013 0.011 0.009 0.013

f - 0.000 -0.001 -0.008 -0.012 -0.015

Table 2.2: Quantum defects δl for sodium [11]. They show a strong l depen-
dence and a weak n dependence.

In the next chapter we turn our attention to multichannel quantum defect

theory to describe divalent atoms. It relies on the same Coulomb approxi-

mation, but the additional core electron must be taken into account and can

lead to perturbations of a Rydberg series.
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Chapter 3
Multichannel Quantum Defect

Theory

Overview

In the introduction of this thesis, we have shown that atoms with two valence

electrons are used in a wide range of cold atom experiments. This makes it

desirable for many physicists to understand the atomic spectra of these atoms

and how they are formed. It turns out, however, that a theoretical description

is much more complex, than for the alkalis in the previous chapter. This is

due to the fact that divalent Rydberg atoms have doubly excited states (e.g.

5sns → 4dnd) which cause a departure from the simpler one-electron physics.

If these doubly excited states (perturbers) coincide in energy, parity and

total angular momentum, with a state of a Rydberg series, they can cause

perturbations that are not present in the single-valence case where there

are no doubly excited states. We will se that perturbers can mix into wave

function of the bound states of a series, leading to the presence of transitions

which would normally be dipole forbidden.

These perturbations lead to a quantum defect which varies for each state

m of a given Rydberg series. As we will see, the energy spectrum can then

be described by the non-integer quantum numbers ν
(m)
i , which are given

19
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relative to an ionisation limit labelled by i. We will see that a state m has

the energy:

E(m) = Ii −
R̂(

ν
(m)
i

)2 , (3.1)

with Rydberg constant R̂ = α2cMme

2h(me+M)
and ionisation limit Ii (We have multi-

ple energy levels, labelled by m, which can be expressed relative to different

ionisation limits, labelled by i).

This is in contrast to the last chapter, where the energies of atoms with one

valence electron were given by a constant quantum defect δl and an integer

quantum number n: En,l = Ii− R̂
(n−δl)

2 , which in the divalent case is modified

to the more general ν
(m)
i in the denominator.

Lu-Fano plot and Perturbations

1.8 2.0 2.2 2.4 2.6
d

0.0

0.2

0.4

0.6

0.8

1.0

s%
1

Bound States
Perturber

Figure 3.1: Lu-Fano plot of Sr 1P1, quantum defects relative to 4d and 5s
ionisation limits in strontium [12].
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In the plot above, Fig. 3.1 we see a so-called Lu-Fano plot of the 1P1 series

of strontium. The principal quantum numbers ν
(m)
i are written with respect

to two different ionisation limits: On the x-axis νd with respect to the 4d =

60 628.26 cm−1 limit and on the y-axis νs modulo one with respect to the

5s = 45 932.1982 cm−1 limit. In addition, the values on the y-axis are plotted

modulo one, which visualises the resonance features due to perturbers:

For the unperturbed alkalis of the previous chapter, which have Rydberg

series with ν = n − δl (see Equation 2.24), such a plot would have the

constant values νi%1 = (n− δl)%1 = const. on the y- axis. This would lead

to the bound states forming a straight, horizontal line in the Lu-Fano plot.

However, in Fig. 3.1 we see a clear deviation from this straight line, which is

caused by the doubly excited perturbation shown in black.

In order to explain this behaviour more quantitatively, and to eventually

calculate bound states of a series, given by ν
(m)
i , we will use of multichannel

quantum defect theory (MQDT). This will enable us to derive two mathe-

matical constraints on ν
(m)
i , given by Equation 3.19 and the Equation 3.18,

which can be used to calculate bound states of a Rydberg series.

3.1 Multichannel Quantum Defect Theory

MQDT was first studied in 1955 [13] and many approaches have been used

since then. For the purpose of this thesis, we have looked at more recent work

[12], some of whose results we will try to reproduce in the next chapter.
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3.1.1 Schrödinger equation

Figure 3.2: Simplified sketch of a valence electron orbiting an atom core with
a second valence electron. Outside of the grey core region, the potential is
screened to form a Coulomb potential, acting on the excited electron.

Similar to the case of quantum defect theory in the previous chapter, we

exploit the fact that for large distances, r ≥ rc between the Rydberg electron

and the core, the Rydberg electron is dominated by a Coulomb interaction

of the form V (r) = −1
r
. Applying the Schrödinger equation, the radial

wave function of the active electron therefore satisfies the Coulomb potential

Hamiltonian at distances r ≥ rc:[
− 1

2µ

d2

dr2
+
li(li + 1)

2µr2
− 1

r

]
ϕi (r) = ϵiϕi (r) . (3.2)

The equation is given in atomic units, µ =
Mcoreme−
Mcore+me−

is the reduced mass

of the system and ϵi is the energy of the active electron in the channel,

defined relative to the ionisation limit Ii and in units of wavenumber: ϵi =

(E − Ii)hc .

This approach is equivalent to the single valence electron case of section

2.6, but introduces an additional label i to the eigenfunctions. This label

keeps track of the configuration of core and valence electron, such as: i =

4dnd3D1 or i = 5sns1S0. These configurations of core electron and Rydberg
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electron are called channels and form the basis of the wave function. It is

important to note that MQDT does not give any information about the term

symbol of a states and in some cases perturbers and their channels are best

described in LS-coupling 2S+1LJ , while in other cases jj-coupling (j1, j2)J is

more appropriate.

Crucially, this Hamiltonian, valid at large distances r ≥ r0, does not couple

multiple channels i and j with each other, as the full Hamiltonian, valid

for all distances, does. This allows us to use a basis consisting of ϕi(r), as

opposed to the much larger ϕij(r) basis of the interacting case.

Solutions

Now, analogous to the case of a single valence electron, any solution to the

Schrödinger equation can be written as a linear superposition of two lin-

early independent solutions, which we take to be the regular and irregu-

lar Coulomb functions f(li, ϵi, r) and g(li, ϵi, r) respectively. They have the

asymtotic properties:

f(li, ϵi, r) → 0 as r → 0, regular Coulomb function ,

g(li, ϵi, r) → ∞ as r → 0, irregular Coulomb function .

Note: Since we will use these only up to rc we need not be concerned with

the divergence of g as r → ∞. The solutions of the Schrödinger equation are

then:

ϕi(r) = [f(li, ϵi, r) cos θi + g(li, ϵi, r) sin θi] , r ≫ rc . (3.3)

The variable θi determines the weight of the individual regular and irregular

Coulomb functions in the superposition and can be written in terms of an

effective principal quantum number νi, θi = πνi = π(n− δi).
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3.1.2 Wave Function

In general, the full wave function of the atomic Hamiltonian is a linear su-

perposition of the different channel wave functions ϕi(r), which form a basis.

Thus, if Ψ is the eigenfunction of a state of interest, one can write:

Ψ =
1

r
Â
∑
i

Aiϕiχi , (3.4)

the functions χi describe the angular and spin dependence of the active elec-

tron as well as the radial, angular and spin dependence of all other non-

Rydberg electrons. Â is the antisymmetrization operator needed for indis-

tinguishable fermions, andAi, the channel fractions, determine the admixture

of each channel wave function into the full wave function Ψ .

Boundary Condition at r = rc

We still have to impose the boundary condition at r = rc. To do this, we

change to a new basis from ϕiχi, by an unitary, orthogonal transformation

Uiα and write the so-called scattering modes in it:

ψα =

(
1

r
Â
∑
i

Uiαf(li, ϵi, r)χi

)
cos(πµα)−

(
1

r
Â
∑
i

Uiαg(li, ϵi, r)χi

)
sin(πµα) .

(3.5)

These scattering mode functions can be thought of as the normal modes

of the scattering problem. A standing wave enters the core region and in a

scattering picture gets reflected with only a phase shift [14]. The composition

of the linear combination is not altered by scattering from the ionic core and

ψα form a new basis set.

We can now write the complete atomic wave function in terms of the scat-
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tering modes:

Ψ =
∑
i

Aiϕiχi =
∑
α

Bαψα (3.6)

and insert the equations 3.3 and 3.5, giving the expression:∑
i

Aiχig(li, ϵi, r) sin(πνi) +
∑
i

Aiχif(li, ϵi, r) cos(πνi) =

−
∑
α

Bα

∑
i

Uiαχig(li, ϵi, r) sin(πµα) +
∑
α

Bα

∑
i

Uiαχif(li, ϵi, r) cos(πµα) .

(3.7)

Equating the coefficients of these expressions gives us constrains on some

variables:

Ai cos(πνi) =
∑
α

UiαBα cos(πµα) , (3.8)

Ai sin(πνi) = −
∑
α

UiαBα sin(πµα) . (3.9)

Using unitarity of the Matrix Uiα, these equations can be written∑
i

UiαAi cos(πνi) = Bα cos(πµα) , (3.10)∑
i

UiαAi sin(πνi) = −Bα sin(πµα) . (3.11)

Now we multiply the first equation with cos(πνi) and the second with sin(πνi)

and add them together. After using cos(x) cos(y)− sin(x) sin(y) = cos(x+y)

and cos(x)2 + sin(x)2 = 1, we get Equation 3.12.

Next, we multiply Equation 3.10 with sin(πνi) and Equation 3.11 with cos(πνi)

and subtract them. Using cos(x) sin(y) + sin(x) cos(y) = sin(x + y) gives
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Equation 3.13: ∑
i

Uiα cos(π(νi + µα))Ai = Bα , (3.12)∑
i

Uiα sin(π(νi + µα))Ai = 0 . (3.13)

This resulting system of equations now finally gives us a constraint that will

be needed in the calculation of bound states. This is because for a non-trivial

solution to exist, one must have a non-vanishing determinant, which gives us

the expression:

det(Uiα sin (π(νi + µα))) = 0 . (3.14)

This expression constraints νi for given Uiα and µα.

K-Matrix

For further calculations it is advantageous to rewrite Equation 3.13 as

cos(πµα)
∑
i

[Uiα tan(πνi) + tan(πµα)Uiα] cos(πνi)Ai = 0 , (3.15)

which can be brought into the much simpler form of∑
i

[Kiα + δiα tan(πνi)]ai = 0 , (3.16)

ai = Ai cos(πνi). Kiα is known as the K-Matrix or reactance matrix, given

by

Kiα = U †
iαδαi tan(πµα)Uiα . (3.17)

This K-Matrix is symmetric since (ABC)† = C†B†A†.

The condition given by Equation 3.14 becomes

det (Kiα + δiα tan(πνi)) = 0 . (3.18)
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Boundary Condition at r → ∞

So far we have applied boundary conditions close to the atomic core, at r = rc.

In addition, we need to impose a second long-range boundary condition,

which requires that Ψ → 0 as r → ∞. This leads, analogously to the

derivation of equation 2.24, to an additional constraint on the bound state

energies:

E = Ii −
R̂

ν2i
, i = 1 , ... , N , (3.19)

with energies relative to an ionisation limit Ii, given in SI units.

We have now derived two formulas, 3.18 and 3.19, that can be used to cal-

culate the boundstates νj. This calculation will be described in the next

section.

3.1.3 Finding Bound States via K-Matrix

Assuming that we know the ionisation limits Ii and the coefficients of the

Kiα-matrix, defined by Equation 3.17, we can now use the previously derived

formulas to calculate the bound states of a Rydberg series and its quantum

numbers νj:

Kiα → Bound states {νi} .

This is achieved using the equations 3.18 and 3.19:

E = Ii −
R̂

ν2i
, i = 1, ..., N , (3.20)

det (Kiα + δiα tan(πνi)) = 0 . (3.21)

The principal quantum numbers of a series are mathematically fully deter-

mined by the set of {νi}, which fulfil both equations 3.20 and 3.21, provided

we have knowledge of Kiα. Therefore, finding the solution to both of these

equations gives us the bound states {νi} of a Rydberg series. Specifically, we
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can proceed as follows:

Procedure for calculating bound states

Our series has N relevant channels (one for each perturber that mixes in).

For the purpose of calculating the bound state energies, we pick one and

label it by j, with the aim of expressing all the other νi in terms of it:

νi(νj) for i ̸= j . (3.22)

This is easily achieved with Equation 3.20, by equating the energies of the j

channel with those of the other i channels:

Ii −
R̂

ν2i
= Ij −

R̂

ν2j
, (3.23)

which may be rearranged to:

νk(νj) =

[
Ik − Ij

R̂
+

1

ν2j

]−1/2

. (3.24)

This allows all quantum numbers νi to be expressed in terms of the one

quantum number νj .

Next we substitute each bound state νi(νj), expressed as a function of νj,

into Equation 3.21 . This results in a function f(νj) that depends on only

one variable, namely νj:

f(νj) = det (Kiα + δiα tan(πνi(νj))) = 0, (3.25)

where j labels a single channels out of all N channels. Finding the zeros

{νj} of this function is then equivalent to finding the bound state energies of

the series, since both conditions on νi, given by equations 3.20 and 3.21 are

satisfied.

We therefore have shown how to find the bound state quantum numbers

from the zeros {νj} of Equation 3.25, assuming knowledge of the Kiα-matrix.
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They are also sufficient to find the so-called channel fractions of the wave

function:

3.1.4 Channel Fractions

The so-called normalised channel fractions Āi are of great importance. They

give the coefficientsAi of the eigenchannel-basis wave function: Ψ = 1
r
Â
∑
i

Aiϕiχi

(Equation 3.4) and provide information about the mixing of individual chan-

nels to a given bound state and determine how heavily each channels is

weighted.

They can be obtained through the system of equations 3.16:∑
i

[Kiα + δiα tan(πνi)]ai = 0 , (3.26)

where ai = Ai cos(πνi). These equations do not uniquely determine Ai, but

it can be shown that each channel i should normalise to ν3i [15]. We therefore

define normalised channel fractions
∑
i

Ā2
i = 1 and Āi = ν

3/2
i Ai, such that Ai

can be uniquely determined.

This can be used to calculate a hoist of additional properties such as dipole

matrix elements, radiative lifetimes or the Landé g-factors and enables the

exploration of properties like Stark maps and general long-range interactions

of Rydberg states [12].

3.1.5 Corrections to the K-Matrix

When deriving the K-matrix, we approximated the potential acting on the

excited electron as a Coulomb potential. To correct for some of the discrep-

ancies which might arise from such an approximation further parameters µi

are introduced into the K-matrix. They simply add a term, linear in energy

to the diagonal Kii of the K-matrix:

Kii + µi ·
Is − E

Is
, (3.27)



30 CHAPTER 3. MULTICHANNEL QUANTUM DEFECT THEORY

where Is is the first ionisation threshold of the atom.

3.1.6 Two Channel Example

For the sake of clarity, we will give an example of a general two-channel

model and show how to calculate the bound state quantum numbers in this

case.

An example of a two-channel model is given by the 5snp1P1 series of stron-

tium, where the 5snp1P1 channel (channel 1) and the 4dnp1P1 channel (chan-

nel 2) couple due to a perturber labelled by 4d5p1P1. Such a series gives us

a 2× 2 K-matrix with five parameters (assuming energy dependence on the

diagonals), namely K11, K12, K22, µ1 and µ2:

Kiα =

( channel 1 channel 2

channel 1 K11 + µ1
Is−E
E

K12

channel 2 K12 K22 + µ2
Is−E
E

)
Table 3.1: Two channel K-Matrix.

In a two channel series we have two principal quantum numbers ν1 and ν2,

defined by Equation 3.20, with energies relative to their respective ionisation

limits. Now we can proceed as discussed in Section 3.1.3 to calculate these

quantum numbers. Applying the procedure introduced in that section, we

reduce our system to a single variable, analogous to Equation 3.24:

ν1(ν2) =

[
I1 − I2
R

+
1

ν22

]−1/2

. (3.28)

Next we make Equation 3.21 a function of only ν2, by plugging in the above
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equation 3.28 for ν1, yielding:

det


K11 + µ1

Is−E
E

K12

K12 K22 + µ2
Is−E
E

+

tan
(
π
[
I1−I2
R

+ 1
ν22

]−1/2
)

0

0 tan(πν2)




:= det

 d1 K12

K12 d2

 = d1d2 −K2
12 = 0 . (3.29)

Since the whole expression depends only on ν2, the last expression d1d2 −
K2

12 = 0 can be solved for the bound state quantum number ν2. This also

allows us to calculate ν1 by Equation 3.28, which means we have successfully

calculated the bound states νi.

Visualisation

The process of finding the bound states with the two conditions 3.20 and

3.21 can be visualised by plotting both, Equation 3.28 (“Condition one”)

and d1d2 − K2
12 = 0 (“Condition two”), algebraically rearranged into the

form ν1(ν2). Their intersections satisfy both conditions and give the bound

states, as depicted in Fig. 3.3.
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Figure 3.3: Points that full fill both conditions 3.28 and 3.29 are boundstates.

Channel Fractions

For the channel fractions Āi of a two-channel series, introduced in section

3.1.4, we can solve Equation 3.26. The channel fractions are given by:

Ā1 = ν
3
2
1

[
ν31 +

ν32(K11 + tan(πν1))
2

K2
12

(
cos(πν1)

cos(πν2)

)2
]−1/2

, (3.30)

Ā2 = −
(
ν2
ν1

)3/2
(K11 + tan πν1)

K12

cosπν1
cosπν2

Ã1 . (3.31)

In the next section we will return to the general N-channel case and turn our

attention towards determining the K-matrix.

3.2 Determining the K-Matrix

We have seen that MQDT allows us to calculate the energy spectrum and

the channel fractions of a series of divalent Rydberg atoms. However, we

always assumed that we knew the K-matrix parameters and used them in
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all these calculations. This is obviously not the case, and although there

are attempts to calculate the K-matrix (often called Reactance Matrix) ab

initio, these attempts rarely reproduce the series with experimental precision

[2]. However, we can use the tools described in this chapter to determine the

K-matrix from spectroscopic data:

3.2.1 Fitting the K-Matrix

To obtain the K-matrix we proceed in the opposite way to before, where

we used the K-matrix to derive bound states. We take advantage of the

fact that we have some knowledge of the bound state energies from spectro-

scopic measurements and use the bound states to determine the K-matrix

empirically:

Bound states {νi} → Kiα

The determination of the K-matrix from the bound states is possible by

fitting the bound states to the experimental ones and using the K-matrix

parameters as fitting parameters:

We use Equation 3.25. As we have shown, this Equation gives a function

f(νj) = det (Kiα + δiα tan(πνi(νj))) whose zeros {νj} give the bound state

energies for some choice of Kiα. Using the experimentally obtained bound

state energies, say E(exp), it is possible to compare these to those obtained

by calculation. This comparison is made by a cost function which, for a

given Kiα, compares calculated and measured energies and assigns a cost to

them.

This cost can then be minimised numerically, and as the result of a successful

minimisation we will get the values of the K-matrix for which the bound

states are optimally approximated, and therefore we have determined the

K-matrix empirically.

We will proceed to do so in Chapter 5, where we will perform fits for multiple

strontium Rydberg series. In that chapter we will also give a more detailed
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description of the fitting procedure that was used, and define the cost function

that was minimised.

Summary

In this chapter we have discussed the ideas of multichannel quantum defect

theory. We introduced the Kiα-matrix and explained how it can be used

to calculate bound states of a divalent Rydberg series, by calculating the

zeros of a function, 3.25. We have also introduced the idea of using empirical

spectroscopic data, to fit the K-matrix parameters, so that they do not have

to be calculated ab initio. In the next chapter we will look at a MQDT study

carried out for strontium.



Chapter 4
Strontium MQDT

4.1 Recent MQDT Analysis

For the purpose of this thesis we will now consider a MQDT analysis of stron-

tium. Strontium is an alkaline earth metal with atomic number 38 and two

valence electrons. It is used in many cold atom experiments and is a good

candidate for an MQDT analysis because the experimental data is known

to good precision. It has recently been analysed in [12]. This 2014 paper

uses the most recent spectroscopic data of strontium to fit the K-matrix co-

efficients for different Rydberg series, namely 1S0,
3S1,

1P1,
3P0,1,2,

1,3D2,
3D1,3

and 1F3.

To gain an understanding of MQDT, we attempted to recreate the spectra

of the series in the paper. We proceeded as explained in section 3.1.3, using

the the K-matrix calculated in [12] to calculate bound states.

However, when we did this, we found that for some of the series, the fit in the

paper was rather imprecise and it did not reproduce the experimental data

well. Calculating the bound states from the K-matrix parameters obtained

in that paper, would for some series, lead to states that had similar features

as the experimental spectrum, but the principal quantum numbers of these

models deviated significantly, see Fig. 4.4a and Fig. 4.6a. In the paper the

35
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authors had also given a value for a χ2
ν-test

1 of the fits. These values couldn’t

be reproduced either and lay much higher for some series. Exactly how theses

deviations come about is not clear to us, as there is no documentation of the

programmes used for fitting. However, we have checked these deviations

with several people who have also observed them. To show some of these

differences, we show our reproduction for the first three series, 1S0,
3S1 and

1P1, of this paper. The first series does not show deviations, while the other

two do.

1χ2
ν is a statistical quantity, a fit can be considered to match the experimental data

when χ2
ν ≈ 1 [16]. We will use it to conduct fits ourselves and give more detail in 5.1.
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4.2 1S0 Series

Figure 4.1: 5sns1S0 spectrum with
perturbers in red. The y-axis is scaled
with n−3.

We look at the Rydberg series

consisting of the 5sns1S0 states

of strontium and two perturbing

states. This series is particularly

well suited for MQDT analysis be-

cause of the comparatively high

quality of the spectroscopic data,

with energy uncertainties as small

as 0.001 cm−1[17]. This allows for a

more precise fit.

Two perturbers due to doubly ex-

cited states are identifiable, one at

37 160.234 cm−1 (4d2 1S0) between

the 5s6s and 5s7s states and a

weak perturber at 44 525.838 cm−1

(4d2 3P0). They are depicted by

red lines in Fig. 4.1. This series is

best modelled with three channels

5s1/2ns1/2, 4d3/2nd3/2 and 4d5/2nd5/2

which were labelled in jj coupling,

with fine structure resolved ionisa-

tion limits. For a good fit, the

low-lying states below n=7 were ex-

cluded, which is related to the fact

that the approximations made in MQDT are only valid for certain distances

from the atomic nucleus. Therefore only the 5sns1S0 states with n between

7 and 30 taken from [17] and [18] , as well as the perturbing 4d2 3P0 state

were used in the fit in the paper.

Fig. 4.2a shows our calculation of the bound state spectrum that ultimately

results from the fitted K-matrix presented in [12], listed in Table 4.1. We
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do get large deviations for the low lying state n=6 at νj ≈ 1.92 and the low

lying perturber at νj ≈ 2.17, which were not included in the fit. On the

other hand, the higher lying states including the perturber at νj ≈ 2.62 are

well fitted. Using the K-matrix from the paper to calculate the spectrum, we

observed χ2
ν = 0.39, which indicates a good fit quality and is in agreement

with the χ2
ν value given in the paper.
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(a) Lu-Fano plot recreation. (b) Lu-Fano plot from [12].

Figure 4.2: 1S0 Lu-Fano plot from [12] and our recreation.

Channel 1 2 3

Label 5s1/2ns1/2 4d3/2nd3/2 4d5/2nd5/2

Ionisation Limit 45 932.1982 cm−1 60 488.09 cm−1 60 768.48 cm−1

Ki1 1.054 -0.023 0.370

Ki2 -0.023 2.9 0

Ki3 0.370 0 -0.66

K
(1)
ii 0.83 -13 0.51

Table 4.1: 1S0 K-matrix fitting parameters from [12]. Coupling between
perturbers was set to zero, K23 = 0.

This series represents a successful fit to the experimental data and the K-

matrix was therefore successfully calculated. Next we look at two series from

the same paper, where the K-matrix with our calculation did not reproduce

the bound state spectrum well.
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4.3 3S1 Series

Figure 4.3: 5sns3S1 spectrum with
perturbers in red. The y-axis is scaled
with n−3.

This Rydberg series, consisting of

the 5sns3S1 states of strontium, dis-

plays no obvious resonance features.

This is indicated by the fact that the

bound states form a straight line in

a Lu-Fano plot, see Fig. 4.4b. Older

studies [19] also haven’t found evi-

dence that the series is perturbed. It

may nonetheless be analysed using

a two-channel model with channels

labelled by 5sns3S1 and 5pnp3P1,

since a 5p23P1 state with an en-

ergy of 35 400.105 cm−1 could per-

turb the series. The energy levels

from n=7 to n=23 and no additional

perturbers were included in the fit

from the paper.

However, when calculating the bound

state spectrum from the K-matrix

of the paper (Table 4.2), we ob-

serve strong deviations from the ex-

perimentally measured spectrum. In

Fig. 4.4a the bound states lie notice-

ably below and to the left of the experimental data. Here the states that were

obtained from the K-matrix seem to be off by upto 0.1 on the y-axis. Ac-

cordingly, χ2
ν ≈ 2.9 × 105 even if the lowest two states at 37 424.675 cm−1

and 40 761.372 cm−1 are excluded. These large discrepancies occur despite

the fact that this series has much larger error bars than previously in 1S0,

ranging from 0.01 cm−1 to 0.35 cm−1 [17]. The K-matrix is therefore not well

fitted and does not reproduce the experimental data well.
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(a) Lu-Fano plot recreation. (b) Lu-Fano plot from [12].

Figure 4.4: 3S1 Lu-Fano plot from [12] and our recreation.

Channel 1 2

Label 5sns3S1 5pnp3P1

Ionisation Limit 45 932.1982 cm−1 70 048.11 cm−1

Ki1 -34.2 -155

Ki2 -155 -1470

K
(1)
ii -19.14 -1408

Table 4.2: 3S1 K-Matrix fitting parameters from [12]
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4.4 1P1 Series

Figure 4.5: 5snp1P1 spectrum with
perturbers in red. The y-axis is scaled
with n−3.

This Rydberg series, consisting of

the 5snp1P1 states of strontium, has

a clearly visible perturbation, shown

in Fig. 4.6b. This perturbation is

due to a doubly excited perturber

between the n=7 and n=8 states.

The series is modelled with two

channels in LS coupling, 5snp1P1

and 4dnp1P1, and a perturber la-

belled 4d5p1P1 with an energy of

41 172.054 cm−1. Spectroscopic data

was taken from [17] with n = 6 to n

= 29.

Similarly to the 3S1 series, when

trying to reproduce the fit using

the paper K-matrix (Table 4.3), we

get a spectrum that is obviously

not optimally fitted, and we again

observe deviations between the ex-

perimental and the fitted spectrum.

This is shown in Fig. 4.6a. The

resulting χ2
ν is as large as χ2

ν ≈
7.5× 107 even if the low lying states

at 21 698.452 cm−1, 34 098.404 cm−1

and 38 906.858 cm−1 are excluded. Therefore, the 1P1 Rydberg series is also

not well fitted to experimental data.
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Channel 1 2

Label 5snp1P1 4dnp1P1

Ionisation Limit 45 932.1982 cm−1 60 628.26 cm−1

Ki1 10.842 16.18

Ki2 16.18 22.56

K
(1)
ii -0.39 1.68

Table 4.3: 1P1 K-Matrix fitting parameters from [12].
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(a) Lu-Fano plot recreation. (b) Lu-Fano plot from [12].

Figure 4.6: 1P1 Lu-Fano plot from [12] and our recreation.

4.5 Summary

In this chapter we have looked at a 2014 MQDT analysis of strontium and

reproduced the spectra using the K-matrix from the analysis. In total we

have reproduced three series, by following the procedure explained in section

3.1.3. In two of them we observed a deviation of the spectrum from the

experimental energies, indicated by the fact that χ2
ν ≫ 1, see Table 4.4:
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Series χ2
ν Properties

1P1 7.5× 107 2 channels
3S1 2.9× 105 2 channels
1S0 0.39 3 channels

Table 4.4: Summary of fitting results.

We know from various MQDT analyses that better fits are possible. In order

to apply MQDT ourselves and gain an understanding of the fitting process,

we will fit the K-matrices of these Rydberg series ourselves in the following

chapter.
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Chapter 5
Strontium K-Matrix Fit

The discrepancies we observed in the previous chapter between the spectra

which were obtained via MQDT in [12] and their experimental values, made

us attempt to fit the K-matrix ourselves. The quality of the resulting spectra

can then serve as a benchmark for MQDT applied to strontium. We therefore

chose the 1P1,
3S1 and 1S0 series from the last chapter and aimed to obtain

the respective K-matrices by fitting.

5.1 Fitting Procedure

To calculate the K-matrix of a Rydberg series, we fit the calculated spec-

trum belonging to the series to the experimentally measured spectrum. As

introduced in section 3.2, we need to introduce a cost function, dependent on

the K-matrix parameters, which measures how well the spectrum is approx-

imated. This cost function is then minimised numerically by a minimisation

algorithm.

Cost Function

We used the value χ2
ν of the reduced chi-squared test as a cost function,

which takes into account the calculated energies E
(calc)
i and the measured

45
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energies E
(exp)
i , as well as the uncertainties ∆Ei of the measured energies.

It is evaluated by calculating the difference between the measured and the

calculated energies, dividing by the uncertainties, and then squaring the value

and adding them all up:

ccost(K) = χ2 =
N∑
i=0

(
E

(calc)
i − E

(exp)
i

∆Ei

)2

. (5.1)

χ2 is a statistical quantity that describes how well the calculated data fits

the data observed in experiments. In general, a fit can be said to match the

experimental data if χ2
ν ≈ 1 [16], where χ2

ν = χ2/ν is the reduced chi-squared

value, obtained by dividing χ2 by the degrees of freedom ν of the model. ν

is given by the number of experimentally observed data points, minus the

number of fitting parameters.

A step in the fitting algorithm then looks as follows: In every fitting step

we calculate the spectrum {E(calc)
i }, which requires the principal quantum

numbers {νj}, since Ei = Ii − R̂
ν2i
. The principal quantum numbers {νj} are

obtained, as explained in section 3.1.3, by numerically calculating the zeros

of the function f(νj) = det (Kiα + δiα tan(πνi(νj))).

Next we calculate χ2
ν , which is now possible since all E

(calc)
i , E

(exp)
i and ∆Ei

are known. This allows us to calculate the χ2
ν for any K-matrix. The value of

the cost function χ2
ν depends only on the N(N+1)

2
+N entries of the K-matrix.

We can therefore determine the K-matrix by minimising the cost function

ccost(K) until χ2
ν ≈ 1, when the data is well fitted.

We wrote the fitting programme in Python 3 and implemented the proce-

dure described in section 3.1.3 for finding bound states of a K-matrix. We

implemented the cost function ccost(K) and used scipy.optimize for the ac-

tual minimisation, with the method set to use the Nelder-Mead algorithm

for minimisation. A good choice of initial values was important to ensure

convergence. Occasionally, we got cases where the amount of bound states

did not match the number of experimental ones, making the calculation of
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χ2 impossible. In these cases we simply returned infinity as the value of ccost

to make these cases unfavourable in our minimisation.

Figure 5.1: Flow chart of the empirical K-matrix fitting procedure.

Root finding

In order to find the roots of the function f(νj) = det (Kiα + δiα tan(πνi(νj))),

which is required in every fitting step, we looked at a region between the low-

est and highest bound states of the fit. We divided it into small subintervals

and looked for a root in each. This was done numerically, simply using

the optimize.brentq algorithm, which is Scipy’s implementation of Brent’s
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method for finding a zero of a function in an interval.

5.1.1 Spectroscopic Data

Experimental data for the Rydberg levels of strontium has been taken from

[17] and [18] . Listing the energy levels and their respective experimental

uncertainties relevant for our fit of the 1P1,
3S1 and 1S0 series. We used

ionisation limits from [12] and a Rydberg constant of R̂ = α2cme

2h
M

me+M
=

109 736.627 cm−1.

5.2 1P1 Series

The structure of this two-channel series was discussed in the previous chap-

ter, in Section 4.4. It has a perturber at 41 172.054 cm−1 which leads to an

avoided crossing in the region of νj ≈ 2.2, visible in the Lu-Fano plot, Fig.

5.2a. In the previous chapter we had observed deviations between the exper-

imental spectrum and the spectrum calculated with the K-matrix published

in [12].

For our own fit, we used the energies listed in Table B.1, from n=6 to n=20

around the avoided crossing. However, this resulted in large deviations be-

tween the fit and the experimental value for the n=10 bound state. Con-

sequently, the n=10 level was excluded from the levels to which we fitted.

As the result of this fit, we obtained the K-matrix for this Rydberg se-

ries, listed in Table 5.1. The fit converged to a value of χ2
ν = 1.60 and

an average deviation of the calculated states from the measured states of∑
i |Ei

exp−Ei
theo|

N
= 0.03 cm−1. The individual levels obtained by our fit are

listed in Table B.1. The spectrum is plotted in Fig. 5.2a and Fig. 5.2b.
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(a) 1P1 fitting result over the whole fitted range
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(b) 1P1 fitting result plotted from νd =2.45 to νd =2.7

Figure 5.2

5.2.1 Channel Fractions

Using the K-matrix from our fit, we calculated the normalised channel frac-

tions of the singlet P1 series, proceeding as described in section 3.1.4. In Fig.
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Channel i 1 2

Label 5snp1P1 4dnp1P1

Ionization Limit 45 932.1982 cm−1 60 628.26 cm−1

Ki1 11.08933826 -16.17747267

Ki2 -16.17747267 22.5548621

K
(1)
ii 0.38915608 1.67806199

Table 5.1: The 1P1 K-matrix parameters as result of fit.

5.3 we plot the normalised channel fractions on the y-axis and the bound

state energies on the x-axis. We can clearly see the influence of the 4d5p1P1

perturber at 41 172.054 cm−1 on the series, mixing into the wave function of

the nearby bound states. However the 5snp1P1 channel always makes the

majority contribution to any given state.
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Figure 5.3: Channel fractions of the 1P1 boundstates and perturbers.
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5.3 3S1 Series

Next, we attempted to fit the triplet S Rydberg series, which is modelled

by an unperturbed two-channel series, previously described in section 4.3.

In the last chapter, we had observed large discrepancies between fitted and

experimental energies with the K-matrix from [12]. The fitting procedure

was similar to that of the 1P1 case: We chose the states ranging from n=7

to n=23, listed in Table B.2 for the fit and, as this series is unperturbed, no

perturbers had to be included.

Channel i 1 2

Label 5sns3S1 5pnp3P1

Ionisation Limit 45 932.1982 cm−1 70 048.11 cm−1

Ki1 -51.52265604 -193.05164398

Ki2 -193.05164398 -692.70163194

K
(1)
ii 30.08470079 -335.68290295

Table 5.2: The 3S1 K-matrix parameters as result of fit.

The K-matrix entries obtained from this fit are listed in table 5.2. It con-

verged to χ2
ν = 1.008 and the calculated energies differ on average by 0.07 cm−1

from the experimental ones. The exact individual levels obtained by our fit

are listed in Table B.2, and the resulting spectrum is plotted in Fig. 5.4a and

Fig. 5.4b.
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(a) 3S1 fitting Result over the whole fitted range.
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(b) 3S1 fitting result from νp =2.080 to νp =2.120.

Figure 5.4

5.3.1 Channel Fractions

The channel fractions of this series are calculated for each of the bound states

using the K-matrix obtained from fitting. They are plotted in Fig. 5.5. As
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expected for this unperturbed series, we don’t see any significant admixture

of the second channel, as all states are almost completely pure, confirming

the unperturbed nature of this series.
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Figure 5.5: Channel fractions of the 3S1 boundstates and perturbers.

5.4 1S0 Series

In the last chapter we observed good agreement between the theoretical K-

matrix states of this series and the spectroscopic ones. However, we carried

out our own fit to compare results. When we fitted this three-channel series,

we included the levels from n=8 to n=30 listed in Table B.3 and the two per-

turbers at 37 160.234 cm−1 (4d2 1S0) and at 44 525.838 cm−1 (4d2 3P0).

The fit of this Rydberg series gave the K-matrix of Table 5.3, converging to

χ2
ν = 0.48. The average deviation of the calculated states from the measured

states
∑

i |Ei
exp−Ei

theo|
N

is 0.0005 cm−1. The individual levels obtained by our fit

are listed in Table B.3 and the resulting spectrum is plotted in Fig. 5.6a and

Fig. 5.6b.
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(a) 1S0 fitting result over the whole fitted range.
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(b) 1S0 fitting result from νd =2.65 to νd =2.735.

Figure 5.6
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Channel i 1 2 3

Label 5s1/2ns1/2 4d3/2nd3/2 4d5/2nd5/2

Ionisation Limit 45 932.1982 cm−1 60 488.09 cm−1 60 768.43 cm−1

Ki1 1.05418009 -0.01958369 -0.37000828

Ki2 -0.01958369 2.02504807 0

Ki3 -0.37000828 0 -0.6619203

K
(1)
ii 0.82672574 14.90200058 0.50349886

Table 5.3: The 1S0 K-matrix parameters as result of fit.

Our fitting result is comparable to the K-Matrix in [12], only the K22 entry

differs by a value about of about 0.9, while all other entries are in agree-

ment.

5.4.1 Channel Fractions

This series now has three channels as the basis for its channel fractions, which

in jj coupling are labelled as 5s1/2ns1/2, 4d3/2nd3/2 and 4d5/2nd5/2 with J=0.

We can convert these channel fractions into LS-coupled channels, giving us

4dnd3P0, 4dnd
1S0 and 5sns1S0 for the quantum numbers of this series. To

go from jj coupling to LS coupling, the transformation matrix is given by the

standard Racah algebra of Equation 5.2 [12]:

Ā
(LS)
i =

∑
i

δl1i′ l1iδl2i′ l2iδs1i′s1iδs2i′s2i

·
√

(2j1i′ + 1) · (2j2i′ + 1) · (2Li + 1) · (2Si + 1)

·


l1i′ s1i′ j1i′

l2i′ s2i′ j2i′

Li Si J

 · Ā(jj)
i′ , (5.2)
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which in this case can be expressed in a 3× 3 transformation matrix:
1 0 0

0
√

3
5

√
2
5

0 −
√

2
5

√
3
5

 . (5.3)

Using this matrix we can calculate the channel fractions in LS coupling, which

are plotted in Fig. 5.7b. We see that the state mix due to the perturber at

37 160.234 cm−1. The perturber at 44 525.838 cm−1 has only has a small

influence, mostly on the n=12 state.
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(a) Channel fractions 1S0 in jj coupling.
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Figure 5.7: Channel fractions in both coupling schemes.
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5.5 Summary

In this chapter we have successfully applied MQDT to fit the K-matrix and

channel fractions of the wave functions for three exemplary Rydberg series

of strontium (1P1,
3S1 and

1S0). The resonance features of a given series are

reproduced and the fits generally replicate their underlying data within their

error bars (see: Table B.1, Table B.2 and Table B.3).

The channel fractions match our expectations about the composition of cer-

tain states and the admixture of perturbing levels. For example, showing

that the 3S1 is unperturbed.

Series χ2
ν Properties

1P1 1.6 2 channels, n=10 excluded
3S1 1.0 2 channels, no perturber
1S0 0.48 3 channels, best spectroscopic data

Table 5.4: Summary of fitting results of the three Rydberg series.

However, there are limitations to MQDT: First is the fact, that the lower

lying states cannot be reproduce and we often excluded one or two lower

lying states of a series from a fit. The lowest state we included was in the 1P1-

Series, were we did include a state at 34 098.404 cm−1, which in comparison

to the other two series is a rather low lying state. This may explain why this

series has the worst fit with χ2
ν ≈ 1.6. This discrepancy can be explained by

the fact that the MQDT analysis relies on an approximation of the atomic

potential as a Coulomb potential. This approximation is valid for electrons

far from the atomic nucleus. Additionally, in the 1P1 series we also had to

exclude a state (n = 10) located at a higher energy of 43 938.201 cm−1 from

the fit.

A second important limitation of MQDT is its reliance on quality and quan-

tity of available spectroscopic data, which limits the effectiveness of a χ2
ν

fit, as the fit will only be able to reproduce the spectroscopic data up to its

respective uncertainties. However in order to identify weak perturbers, such
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as 4d2 3P0 in the 1S0 series, good data is necessary. In general since MQDT

is an empirical theory it can only be as good as its underlying data.

In the next chapter we will look at the MQDT studies that have been carried

out on ytterbium.



Chapter 6
Ytterbium MQDT

Ytterbium

After conducting an MQDT fit for multiple strontium series, well will now

turn out attention to ytterbium, another divalent atom which is widely used

in many cold atom experiments [5], [20], [21]. It is an Alkaline-earth-like

atom with atomic number 70 and isotopes 171Yb (14.09%), 172Yb (21.69%),
173Yb (16.10%), 174Yb (32.03%) and 176Yb (13.00%) [22]. 171Yb and 173Yb

have non-zero nuclear spins, however their effect are deemed small enough

to not be considered.

6.1 Old MQDT Studies

There have been many works, featuring MQDT-Analysis of neutral ytter-

bium. These works feature many series with spectroscopic data of different

quality. They are listed in Table 6.1.
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Series Source Year

6sns1S0, 6snd
1,3D2 [23] 2018

6sns1S0, 6snd
1,3D2, 6snp

1,3P1 [24] 2015

6snp1,3P1, 6snp
3P0, 6snp

3P2, 6snf
1,3F3 [25] 1984

6snp3P2 [26] 1991

Table 6.1: MQDT studies of ytterbium series.

Notably, the triplet 6sns3S1 series is missing and has yet to be analysed.

Additionally, the older studies would benefit from newer and more precise

spectroscopic measurements. This could be done in the lab this thesis was

written in, the experiment is described in Appendix A.

6.2 MQDT Ytterbium

In terms of the theoretical description of Rydberg series of ytterbium, we can

proceed as discussed in chapter 3. A series and its perturbers are described

in terms of a K-matrix, obtained by fitting to the available spectroscopic

data.

As a simple example, we can look at the fitted 6sns1S0 series from [24].

This model for 6sns1S0 Rydberg states features three channels with two per-

turbers. One perturber with an electron configuration of four unpaired elec-

trons 4f 135d6snp at 49 897.32 cm−1 and one doubly excited perturber 6p21S0

with an energy of 48 344.38 cm−1. A fit with energy levels 10≤n≤ 65 and no

additional energy dependence (µ1 = µ2 = µ3 = 0) gave the K-matrix listed

in Table 6.2. The resulting spectrum of this fit is shown in Fig. 6.1.
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Figure 6.1: Lu Fano plot of 6sns1S0 with K-Matrix from [24].

Channel 1 2 3

Label 6sns1S0 4f 135d6snp 6p21S0

Ionisation Limit 50 443.08 cm−1 83 967.70 cm−1 80 835.39 cm−1

Ki1 2.06306 0.60349 -0.3390

Ki2 0.60349 1.09172 1.12e-8

Ki3 -0.3390 1.12e-8 0.38440

Table 6.2: 1S0 fitting parameters from [24].
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Chapter 7
Summary

In this thesis, we studied multichannel quantum defect theory. First we

introduced the necessary theoretical background and showed that the K-

matrix is the central quantity that encapsulates the complicated physics of

the spectra of divalent atoms. We talked about how it can be fitted to

spectroscopic data, following Fig. 5.1. Then we applied this fitting procedure

to three strontium Rydberg series, successfully obtaining the K-matrix of

each of the series, 1P1,
3S1 and 1S0, listed in Tables 5.1, 5.2 and 5.3.

Series χ2
ν Channels

1P1 1.6 2 channels
3S1 1.0 2 channels
1S0 0.48 3 channels

Table 7.1: Summary of fitting results.

We furthermore calculated the corresponding channel fractions 5.3, 5.5, 5.7b

giving insight into the admixture of states that occurs in these divalent atoms.

We also saw that as an empirical method MQDT is very much reliant on good

spectroscopic data in order to reproduce a series with good precision and

lower lying levels have to be excluded, due to the Coulomb approximation

central to MQDT.
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In ytterbium extensive MQDT studies have been conducted, however certain

series are missing and in general the data is quite old and could be improved

upon by newer measurements.

MQDT has many applications and has been applied to a hoist of physical

problems, as well as a number of elements. It has been applied to cores with

hyperfine splitting, Hydrogen molecules [27], low energy nuclear scattering

and photofragmentation, molecular photoionization and photodissociation

and low-energy collisions between an atom or molecule and an electron or

another atom, to name a few [9].

However, there is no real unified approach and description of specifics, such

as the used spectroscopic data, the concrete formulation of MQDT, or the

fitting procedure are often lacking. It can also be difficult to get into MQDT

for experimentalists, who would often benefit from MQDT calculations. To

mitigate some of these things, we began to implement a Python library that

in the future should allow for MQDT calculations. It was mostly design by

Dr. Sebastian Weber and aims to implement MQDT for the divalent case

discussed in this thesis, as well as for hyperfine split cores. It is designed

in an open source fashion and will be hosted on Github. With the aim to

catalogue spectroscopic data and K-matrix parameters, offering a Python

library for performing MQDT fits.



Appendix A

Absorption Imaging

In addition to the work presented in the previous chapters of this thesis,

an absorption imaging setup was built as part of this thesis. This imaging

setup is part of an ultracold atom experiment, which among other things

aims to realise the fast production of ultracold ytterbium atoms, utilizing a

two-colour ytterbium MOT (magneto-optical trap) and to explore nonlinear

quantum optics mediated by ytterbium Rydberg atoms.

The setup was built because absorption imaging allows to estimate values

of atom number, atom density, temperature, shape and the position of the

MOT-cloud and is therefore an important tool to evaluate the properties

of the atoms trapped in the magneto-optical trap. We will now describe

the construction of this imaging system and the underlying physical princi-

ples, starting with a basic description of important elements of the experi-

ment.
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The Ytterbium Experiment

(a) Scheme of the experimental setup: The vertical imaging beam
passes through the centre of the 3D MOT and out of the paper plane.

The horizontal beam is the push beam.

(b) Experimental setup: 2D MOT chamber on the left and 3D
MOT chamber on the right, between the two magnetic MOT

coils.

Figure A.1: Ytterbium MOT setup.

The experiment has two vacuum chambers, which are depicted in Fig. A.1a.

One chamber contains a 2D MOT of ytterbium atoms and uses a push beam
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to load the MOT of the second chamber. This second chamber features a

two-colour 3D MOT where ytterbium atoms are trapped in three dimensions

using two atomic transitions. One broad transition has a wavelength of

398.9 nm (blue) and a second narrow transition has a wavelength of 556 nm

(green). This 3D MOT setup requires three green and three blue MOT

beams, one for each spatial dimension. They are retroreflected and form the

trap in the centre of the chamber.

Transition Wavelength Linewidth Γ Isat TDoppler

6s2 1S0 → 6s6p 1P1 398.9 nm 2π × 29.1 MHz 59.9mW/cm2 700µK

6s2 1S0 → 6s6p 3P1 555.8 nm 2π × 182 kHz 0.14mW/cm2 4.4µK

Table A.1: The two transitions used in the two-colour MOT [28].

After being trapped in the 3D MOT, the atoms can be transferred to a dipole

trap for further probing and the preparation of Rydberg states.

In order to add a vertical imaging system to the setup, we had to consider

that the vertical 3D MOT beams share a beam path with the laser beam

that is used to image the cloud vertically. This can be seen in Fig. A.3a,

where the vertical imaging beam is overlapped with a vertical green and a

vertical blue MOT beam. All three beams pass through the centre of the

MOT cloud along the y-axis of Fig. A.1a. However, the MOT beams need

to be retroreflected, whereas the imaging beam needs to be transmitted to

a camera. This can be implemented by using certain optical components,

which will be described below.

Visible in Fig. A.1a, the setup features an additional horizontal imaging

direction, simply using the push beam as an imaging beam. This beam is

not overlapped with any other beams and it simply images the atoms onto

a CCD camera, no separation optics are required. In the next section we

describe the principles of the imaging technique we used, so called absorption

imaging.
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A.1 Absorption Imaging

To reliably quantify values of atom number, atom density, cloud shape and

cloud position of the trapped atoms, we make use of absorption imaging.

This involves measuring the intensity of a beam after it has passed through

the atomic cloud at the wavelength of an atomic transition and allows one to

make conclusions about the properties of the cloud mentioned above. We use

the resonant transition from 1S0 → 1P1 in ytterbium with a blue wavelength

of 398.9 nm. This transition is used for imaging because it is identical to

the MOT transition and we therefore have lasers at this wavelength readily

available.

Physically, the technique of absorption imaging obeys the Lambert-Beer ab-

sorption law. It relates the optical density OD(x, y) of an absorber in the

imaging plane (in this case the atom cloud) to the intensity I of the imaging

laser beam with initial intensity I0:

I = I0e
−OD(x,y) = I0e

−n(x,y)σ, (A.1)

with the on resonance cross section σ = ℏωΓ
2Isat

[29].

To measure the optical density, three camera images are taken during the

experimental cycle: The first image is of the imaging beam without trapped

atoms Ifull(x, y), the second is of the imaging beam being partially absorbed

by the trapped atoms Icloud(x, y) and the third is a background image Iback(x, y)

without the imaging beam. This background image is subtracted from the

other measurements so that the OD measurement is unaffected by back-

ground light. These three images are processed by a premade imaging soft-

ware which automatically calculates the optical density in the camera plane

and gives the total atom number of the trapped atoms by fitting Gaussians
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along the x and y directions:

OD(x, y) = n(x, y)σ = ln

(
Ifull − Iback
Icloud − Iback

)
, (A.2)

natoms =
2πA2

px,eff OD0σxσy

σ
, (A.3)

σx and σy are the widths of the respective Gaussians and OD0 the OD-peak.

A2
px,eff is the effective pixel size of the camera, taking magnification into

account.

Figure A.2: Screenshot of the imaging software.

A.2 Imaging Setup

A.2.1 Beam Separation - Vertical Axis

As described above, the imaging beam on the vertical axis is overlapped

with the green and blue MOT beams, which must be retroreflected to form
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a MOT. To make imaging along this axis possible, we build a setup made up

of the optics shown in Fig. A.3b. It consists of a quarter-wave plate (QWP),

a dichroic mirror, a polarising beamsplitter, a mirror and a system of two

lenses.

(a) Sketch shwoing the vertical and horizontal
imaging setup.

(b) Beam separation optics used in the experiment,
before imaging onta a CCD

Figure A.3: Beam separation optics
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Beam separation is now straightforward. As shown in Fig. A.3a, the three

overlapped beams (green MOT, blue MOT and blue imaging) are sent ver-

tically through the bottom viewport of the octagon and, after traversing the

MOT cloud, enter the optics mounted atop the chamber. First, the green

beam is reflected by a custom coded dichroic mirror, while the two blue

beams are transmitted. Next, at a PBS both blue beams are now separated

by their polarisation, as they have been made to have different linear polari-

sation after the QWP. The blue Mot beam enters the transmitting arm of the

PBS and is reflected back into the chamber at a mirror. The imaging beam

is reflected by the PBS and imaged onto a CCD camera. The QWP, through

which the retroreflected beams pass twice, causes the circular polarisation of

the MOT beams to flip from σ+ to σ−.

To mount the required optics, a breadboard on top of the science chamber,

perpendicular to the experimental table, was chosen, as shown in Fig. A.3b.

One could have chosen many methods for mounting these vertical optics,

such as a cage system, but we ultimately used a simple breadboard. This

allows great flexibility for possible future modifications, as most of the opti-

cal components can be mounted on a breadboard. Additionally, the optics

are easy to place and the setup can be made compact. On the downside,

the breadboard is quite heavy, however no significant vibrations have been

noticed. The breadboard was mounted perpendicular to a base plate, into

which the QWP is screwed. The base plate is depicted in Fig. A.4, it attaches

to the chamber with four screws and was designed using Autodesk Inventor

and manufactured in the Institute’s workshop.
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Figure A.4: Sketch of the base plate, designed in Autodesk Inventor. The
large hole in the middle fits the QWP, the other four holes are used for
mounting to the chamber.

A.2.2 Telescopes

Lastly, the beams on both axes, vertical and horizontal, had to be imaged

onto a camera which was done using a simple Keplerian telescope, where

they were also magnified to better match the size of the camera sensor.

Figure A.5: Schematic of a Keplerian telescope., focal length of vertical axis.

However, when designing the system it is important to remember that the

dimensions of the vacuum chamber impose a lower limit on the distance of the

first lens from the MOT cloud, as the lens is placed outside the vacuum.

On the vertical axis, even with the relatively compact breadboard configu-
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ration, the distance from the atom cloud to the first lens could not be made

less than 250mm. This results in a large distance between the objective and

the eyepiece of the telescope, since in a telescope the distance between the

two lenses is given by the sum of the focal lengths of the two lenses (f1+f2).

Therefore we elected to chose a magnification of just M = f2
f1

= 400mm
250mm

= 1.6

and get a rather long distance between the MOT cloud and the camera of

2f1 + 2f2 = 1300mm. The first lens, located on the breadboard, is chosen

so that the cloud is in focus (f = 250mm) and the second lens forms the

eyepiece of the telescope(f = 400mm).

On the horizontal imaging axis, the structure of the chamber allows for a

much shorter distance between the cloud and the objective lens. We built

a second telescope and chose f1 = 150mm and f2 = 200mm, leading to a

magnification of M = 1.3.

Axis fobjective feyepiece Mag. Res. Eff. Pixelsize

Vertical 250mm 400mm 1.6 4.77µm 4.03µm

Horizontal 150mm 200mm 1.3 2.9µm 4.85µm

Table A.2: specifications of the telescopes on both axis, camera: pco.pixelfly
usb.

All in all, this gives us the ability to perform reliable OD measurements of

the two-colour ytterbium MOT and to produce biaxial absorption images, so

that the MOT can be properly analysed and optimised in order to facilitate

the optimal choice of experimental parameters. One such image from the

experiment is depicted in Fig. A.6.
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Figure A.6: Absorption image of a ytterbium MOT taken on the horizontal
axis.



Appendix B
Fitting Data: 1P1,

3S1,
1S0

n Eexp [cm
−1] Error [cm−1] Etheo [cm

−1] Difference [cm−1] νd

5 21698.452 0.004 22645.359 9.5e+02 1.69973703

6 34098.404 0.006 34098.404 3.7e-06 2.03380053

7 38906.858 0.010 38906.858 2.3e-04 2.24766651

4d5p 41172.054 0.014 41172.055 8.9e-04 2.3749077

8 42462.136 0.014 42462.137 6.6e-04 2.45778944

9 43328.04 0.07 43327.90 1.4e-01 2.51853635

10 43938.201 0.025 43936.394 1.8e+00 2.5640315

11 44366.42 0.03 44366.49 6.8e-02 2.59771723

12 44675.737 0.029 44675.744 7.3e-03 2.62277607

13 44903.50 0.03 44903.49 1.4e-02 2.64170065

14 45075.29 0.03 45075.29 9.3e-04 2.65625108

15 45207.83 0.04 45207.78 5.3e-02 2.66763749

16 45311.99 0.04 45311.96 3.3e-02 2.6766946

17 45395.34 0.04 45395.29 5.1e-02 2.68400612

18 45463.02 0.05 45462.95 6.5e-02 2.68998728

19 45518.64 0.03 45518.63 1.1e-02 2.69493864

20 45565.00 0.03 45564.98 2.2e-02 2.69908147

Table B.1: Comparison of experimental and calculated energies for 1P1.

75
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n Eexp [cm
−1] Error [cm−1] Etheo [cm

−1] Difference [cm−1] νp

6 29038.773 0.004 29218.019 1.8e+02 1.63940264

7 37424.675 0.005 37424.675 2.0e-05 1.83404911

8 40761.372 0.020 40761.370 1.7e-03 1.93570998

9 42451.16 0.35 42451.32 1.6e-01 1.99409821

10 43427.44 0.19 43427.66 2.2e-01 2.03033691

11 44043.35 0.20 44043.31 3.6e-02 2.05423004

12 44456.25 0.21 44456.68 4.3e-01 2.0707539

13 44747.65 0.15 44747.69 3.8e-02 2.08262904

14 44960.22 0.15 44960.32 1.0e-01 2.0914362

15 45120.41 0.15 45120.41 3.7e-03 2.09814129

16 45243.88 0.15 45243.96 7.9e-02 2.10336005

17 45341.28 0.15 45341.30 1.7e-02 2.10749928

18 45419.29 0.15 45419.35 5.9e-02 2.11083616

19 45482.89 0.01 45482.90 6.6e-03 2.11356463

20 45535.32 0.01 45535.32 2.5e-03 2.11582358

21 45579.08 0.01 45579.08 7.6e-04 2.11771455

22 45615.99 0.01 45615.98 1.2e-02 2.1193131

23 45647.40 0.01 45647.38 1.9e-02 2.12067641

Table B.2: Comparison of experimental and calculated energies for 3S1.



77

n Eexp [cm
−1] Error [cm−1] Etheo [cm

−1] Difference [cm−1] νd3/2

6 30591.825 0.016 30731.736 1.4e+02 1.92037455

5p2 37160.234 0.005 37206.193 4.6e+01 2.17103398

7 38444.013 0.007 38444.013 6.0e-06 2.23115552

8 41052.324 0.019 41052.324 4.4e-04 2.3761561

9 42596.572 0.022 42596.574 1.9e-03 2.47657926

10 43512.1658 0.0010 43512.1659 1.1e-04 2.54248905

11 44097.1224 0.0010 44097.1219 4.8e-04 2.58745915

12 44492.8348 0.0010 44492.8349 1.2e-04 2.6192697

4d2 44525.838 0.010 44525.838 1.4e-04 2.62197605

13 44773.6707 0.0010 44773.6715 7.7e-04 2.64257088

14 44979.4540 0.0010 44979.4548 7.9e-04 2.66004518

15 45134.9242 0.0010 45134.9231 1.1e-03 2.67347925

16 45255.2295 0.0010 45255.2296 7.7e-05 2.68401583

17 45350.2296 0.0010 45350.2285 1.1e-03 2.69242453

18 45426.5505 0.0010 45426.5498 7.3e-04 2.69923757

19 45488.7860 0.0010 45488.7867 7.5e-04 2.70483178

20 45540.2024 0.0010 45540.2029 5.4e-04 2.70947969

21 45583.1688 0.0010 45583.1687 1.3e-04 2.71338212

22 45619.4391 0.0010 45619.4391 1.4e-05 2.71668961

23 45650.3365 0.0010 45650.3363 1.5e-04 2.71951667

24 45676.8704 0.0010 45676.8715 1.1e-03 2.72195167

25 - - 45699.8287 - 2.72406362

26 45719.8235 0.0010 45719.8234 6.2e-05 2.72590705

27 - - 45737.3442 - 2.72752547

28 45752.7832 0.0010 45752.7831 1.03e-04 2.72895397

29 - - 45766.4572 - 2.73022106

30 45778.6257 0.0010 45778.6256 8.1e-05 2.73135012

Table B.3: Comparison of experimental and calculated energies for 1S0.
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